
Bias: Endangering Species and Performance 

Model failed on evaluating
endangered species compared to
least concern species 
Fine tuning improved the model
performance 
Future work: a more rigourous
analysis to establish more possible
biases, look into fine tuning both the
detector and classifier of SpeciesNet
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Introduction
Wildlife is in crisis, with over 1 million species at risk of extinction and a 69% decline in global animal populations since 1970 [1].
Camera traps deployed worldwide generate massive image datasets, offering an opportunity to monitor biodiversity.
This research evaluates SpeciesNet [2], a deep learning model featuring an animal detector (MegaDetector) and classifier
(EfficientNet V2 M), trained on global camera trap data, to assess its ability to identify endangered species.

Research Design and Methods

Dataset Trained on ~2k species categories
Grouped according to IUCN categories

Recall Comparison on Leopard & Impala

 Leopard Error Understanding with WildCLIP

An Evaluation of SpeciesNet on Leopard Classification 
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Discussion and Future Work

As expected model fails on endangered leopard

Classifier achieves 72% recall for
leopards but only 37% for servals, with
63% of true servals being misclassified.

Misclassified Serval
Examples

a photo of an animal at night

an animal partially
hidden by leaves


